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Abstract

In this paper, we demonstrate a digital twin system
of the Programmable Protocol-independent Packet
Processors (P4) network with the In-band Network
Telemetry (INT) technology. The INT technology
mainly gathers switch information and append to the
data packets so that the process of network
management and monitoring can be completed
simultaneously when transferring data. Via the features
of INT technology, network management and
monitoring can be enhanced and improved. On the
other hand, P4 switches can define and configure the
format and operations of data packets with highly
customized features. Therefore, P4 is suitable for
implementing INT technology. However, a large-scale
P4 network cannot be used and deployed due to the
high cost of physical P4 switches so that the
effectiveness cannot be realized and recognized.
Therefore, we propose to give a plan on the
development of the digital twin of the P4 INT platform.

Keywords: Programmable  Protocol-independent

Packet Processors, P4, In-band Network Telemetry,
INT, Digital Twin.
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[11 P4 Open Source Programming Language, https://p4.org/

[2] In-band Network Telemetry, https://github.com/p4lang/p4-
applications/blob/master/telemetry/specs/INT.mdk



