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Abstract

Following the evolution of Software-Defined
Networking (SDN), developers have expanded their
research from OpenFlow in the control layer to the P4
language targeting the data plane. During the operation
of P4 switches, whether using BMv2 or Tofino, the
device timestamps are independent. Therefore, when
timestamp calculations across multiple devices, it is
necessary to synchronize timestamps across these
devices rather than relying solely on the internal
timestamps of individual machines.

This paper proposes a practical approach for
timestamp synchronization based on P4 in-band
network telemetry. By calculating packet delays within
the control plane, P4 switches can compare timestamp
differences with other P4 switches without modifying
their configurations. Additionally, the paper discusses
implementation details for both inter-domain and intra-
domain, enabling P4 switches across different locations
to maintain timestamp synchronization through the
control plane.
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