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I Cloud Computing ’73

@ Advantages of cloud computing :
= Virtualization
m Scalability and elasticity
m Reliability
= Reduced cost
m Pay as you go

@ XaaS (Everything as a Service)
m Provide services at three different levels in SaaS,
PaaS and laaS

@ Public cloud, Private cloud and Hybrid
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Ten Obstacles to Cloud

Computing /\(3
Obstacle

Availability of Service

Data Lock-In

Data Confidentiality and Auditability
Data Transtfer Bottlenecks
Performance Unpredictability
Scalable Storage

Bugs in Large Distributed Systems
Scaling Quickly

Reputation Fate Sharing

Software Licensing

E'@mﬂ@mhmm—

Source: “Above the Clouds: A Berkeley View of Cloud Computing,”

TAarlh Dawmuns+r NMa 1I-D /FCHCc 2°NNN N0
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Q: Rate the challenges/issues of the ‘cloud’/on-demand model

(Scale: 1 = Not at all concemed 5 = Very concernad)

Security

Availability
Performance

On-demand paym't model may cost more
Lack of interoperability standa rds-
Bringing back in-house may be difficult

Hard to integrate with in-house IT

Not enough ability to customize

0% 10% 20% 30% 40% S50% 60% 70% B80% 90%
% responding 3,4 or 5

Sourca |1DC Enterprise Panal, 3009, n = 243
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I Service Management ’\cwg
o

@ Service-Oriented Architecture (SOA)
m Simple Object Access Protocol (SOAP)
m Web Service Description Language (WSDL)

m eXtensible Markup N
Service
Lapguage (XI\/II__)_ i
= Universal Description, @O .
Discovery, and “ iy
Integration (UDDI) w»/sS & 7,
Iﬂ’“ﬂ_% " :
 Service - Service
_Cnmaumer __ LR ) Provider
T
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3. Query
Service
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. Reguster Service 6 Upload
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I Service Management (cont.)

SLA warning
O Pm-cﬂmpcnsatiﬂn]
Post-compensation SLA violation

CIRRE . S AN X S IR I A R €

10



@ Cloud service management
= How to manage these services and guarantee the
quality of service (QoS) of Cloud services?
m Reliability, performance and service capabilities of
Cloud services resources determine the QoS of upper-
level application system

Rz & BRI A28 5 ¥ 240 FRER 11



I Cloud Service Management ——— -

Management of Cloud services resources

Operation and maintenance of management system for [TSM

Service

Desk

Problem
Manasement

Change Configuration

Event

Release

Manamement Manasement Manaeement Manamement

!

!

Unified platform for data exchange

F 3

T

Alarm Rule
Configuration

Monitoring of Cloud services resources

Alarms Analvser

v

Event Management Engine

Problem ldentification Engine

Resource Control Engine

Montoring Engine

=

Inventory Auto-Discovery Engine

Access platform for Cloud services

Cloud services resources

= S e

Figure 1. Architecture model of management and monitoring on Cloud services resources.

'S

Source: “An architecture model of management and monitoring on Cloud services resources,”|CACTE 2010
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I Service Level Agreement (SLA’)’7§g
-
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I SLA (cont.) e
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I Multiple-Cloud Environment ’7%
< 4

@ The computing cloud services are accessible from
anywhere.

@ Deployment of business services use multiple clouds.

@ The services usually do
not have mechanisn
to monitor business
service level
performance.

Source: “Policy-based event-driven
services-oriented architecture
for cloud services operation &

management,” IEEE ICCC 200 - »




I Study Issues

@ Interoperability

@ Security

@ Migration/cloning control

@ Standards

@ Transparency to enable manageability
@ Service quality monitoring

Mz« BFEA1AE 2 FRRE
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I Study Issues (cont.)

@ Cloud service publication
@ Cloud service discovery
@ Cloud resource allocation

@ Inter-clouo
@ Inter-clouc

@ Inter-clouo

service sharing
service dispatch
service management

Mz« BFEA1AE 2 FRRE
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Interoperability of Cloud
IComthing 4 fjjﬂ

@ Users can exchange resources or data from different
public/private cloud by some mechanisms

@ Importance of Interoperability

m Users will have more resources to choose from
different cloud services providers

m Users or enterprise's private cloud can find more
resources when they suddenly need more computing
power or data

@ Two steps to solute the Interoperability problem
= Find the resource
m Transfer , exchange data or image migration

S R TR T 18




Interoperability of Cloud
IComthing 4 fYB

@ Portability and interoperability are also difficult
between different public/private clouds

@ [t lacks some query mechanisms to search different
public/private clouds’ resources in application layer

2
| don’t understand (=)
what are you talking about?

Public cloud

@ | need more
computing power
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Interoperability of Cloud
I Comthing (cc%/nt.) Tonnory

@ Solve interoperability problems in cloud computing
@ Maintain the consistency of the virtual and physical

network 1n cloud environment

OK ﬁl|
Ve
A Public cl
<
) > S
=~ | need more NG
@ computing power
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Organizations for Cloud
Intgeroperablllty /\(3

@ Open Stack B3 cpenstack
® http://www.openstack.org/

@ Open Data Center Alliance (ODCA) TA i

® http://www.opendatacenteralliance.org/ iy

@ Open Cloud Computing Interface (OCCl) «J,»
Occi
® http://occi-wg.org/ wmw!

O
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I Solutions of Interoperability ’73

@ Interoperability on SaaS
m Users or cloud service providers query resources to
each other by application or mechanism

m Google app engine URL n ppenstadk
m Peer to Peer

@ Interoperability on PaaS
m Using standard APl to communicate with other cloud
m Microsoft SQL azure
= Amazon Web Services APIs
= Open Cloud Computing Interface (Occl)

2 881 Azure OCCI
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Solutlons of Interoperabilit
I (cont.) P 4 /\(B

@ Interoperability on laaS
m Using pre-defined communication protocol to achieve
computing power or Image migration
m ODCA Open Virtualization Format (OVF)
= Amazon Machine Image (AMI)
= Open Stack

OPEN

DR - ;} n openstack’
ALLIANGE.*
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Semantic Cloud based on

SLN and ALN

@ Provide a semantic
layer for cloud
computing with:
= Similarity Link

Network (SLN)
m Association Link
Network (ALN)

@ Users browse and
search resources by
similar flows in SLN

Source: 2009 International Conference
on Semantics, Knowledge and Grid

SR R N

EILLILL

Fesouree flow Allocawmr | | Twleraciive provessi

- user’ If. I1,"2[ erm fnre n.,'-l
- user’ 5 shortterm inferest
-user’ s profile management

-user s background management
» ¢loud indux management
= resource flow managemetn
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Mobile Agent Based O
I Cloud Computing Federatlon Topiisr~y
@ Realization of Open Cloud Computing Federation
Based on Mobile Agent (MABOCCF)

Virtnal Machine

Moabile Agcent
—7 °

Placement o
@ Mobile Agent e s
m Task Manager e =77 - THtermet -

..":- _ -:3
..::'.H_.:-.‘.....-" |
Lﬂl ............... .
.......................................................
L ] L | — s - | I. I.
: i Cloud computing region B

Cloud computing region A

I Source: IEEE ICIS 2009 SRS Y SRR E S S R S 25



Inter-Cloud Directory and
I Exchange Protocol 4 Tonnory

@ Solve the Cloud Computing interoperability using

XMPP and RDF
m XMPP: Extensible Messaging and Presence Protocol

m RDF: Resource Description Framework

@ Use RDF to record ..
users’ data, and ~ °*
AdArRts VAADD +A
adUUpPL AVIFFE W | i
exchange 7

ntercloud 7.

Information Bxchanges ', Q4

1 c ;.‘ﬁ'
\ “ = Intercloud

Gateways

Intercloud Root
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P2P-Based Inter-Cloud
Mechanism /73

@ Distributed Hash Table (DHT)

DHT Is a class of peer-to-peer network that provides a
lookup service similar to a hash table

Nodes uniformly distributed across key space

Nodes form an overlay virtual network T
Nodes maintain list of o,
neighbors in routing table R

Decoupled from physical
network topology
E.g. : Chord, Pastry, CAN

L Nid



P2P-Based Inter-Cloud
Mechanism (cont.)

@ Content Addressable Network
(CAN) 4y

m Using a d-dimensional virtual space
for routing and object location

m Every peer is responsible for the
objects that are hashed into its zone
and neighbor information

m d-dimensional virtual space Is
partitioned into several zones ,and
each of that zone Is maintained by a
peer

m Relevant problem between DHT
virtual network and physical network

In CAN SRR T SRR ¥

=< Y
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P2P-Based Inter-Cloud

Mechanism (cont.) /723

@ DHT-based Mechanism for Multi-attribute Range
Query (DMMRQ)

= Location-aware Join Mechanism (LJM)

+ According to Peer’s resource and location condition to maps
a key, and then hashes into d-dimensional victual space

m Multi-attribute Query Mechanism (MQM)
+ Query some resources with one or more attribute conditions

¢ The MQM can not only look for match resource, but also
find the nearest resource as possible as it can

S R TR T 29



P2P-Based Inter-Cloud _
Mechanism (cont.) e

Logical overlay

network /////

Physical
network cioud,”
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P2P-Based Inter-Cloud
Mechanism (cont.)

@ Multi-attribute query
= When a peer searches information in the Cloud
m Peer not only gets the peer’s information about who
maintains the area in the range
m Peer gets the peer’s Neighbor information and
Virtualization Group that conform to queries

conditions

Respond from peer B and peer C
List: Peer B ~ Peer C and Peer D

>

Send query message
CPU: 2.0Ghz~2.4GHz

R P A EF A kAL FRRR

RS

/ O extra query range \
Peer D
CPU:2.2 \eer A’s query range/7 O
QO Peer E
O Peer B Peer C CPU:2.5
Peer E CPU2.0 CPU:2.4
\ CPU: 1.9 /
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P2P-Based Inter-Cloud
Mechanism (cont.) /\(23

@ The relationship between dimension and peer

numbers
—@— DMMRQwithd =2
60 4 | oo v DMMRQ with d = 3
—— & —— DMMRQwithd=4
= - | — -~ — DMMRQwithd=5
O
-
-
C
E% 40
z
©
8 30 -
(@)]
©
(]
> 20 1
<
10 H
0 +

T T T T T T
128 256 1024 4096 16384 32768 65536

Number of Peers
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NetFPGA-Based Service
Gateway /723

o NetFPGA SNetFPGH
m Areusable, flexible, opening hardware platform
Implemented by Stanford University based on FPGA
for education
= More and more projects distributed on the Internet

+ Openflow, RCP router, NIC, etc...
@ OpenFlow @_ Openiiow
= A software that builds logical network to run
experimental protocols
m OpenFlow connects to controller - NOX
+ Decide which flows to admit
+ Decide the transmission path of packets
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NetFPGA-Based Service
Gateway (cont.) /73

@ NetFPGA can be adopted to serve as a service
gateway for inter-cloud system
m Feature of network virtualization
= Improve the SLA achievement on virtual networks
m Reuse network resources effectively
m Design a SLA-Oriented mechanism

Rz & A FFan1E8 ¥ =g FERE 34



NetFPGA-Based Service
Gateway (cont.)

Service
Contract

Inter-Cloud Resource Management

Service Dispatch -




| Conclusions Wobilo7y
< 4

@ Interoperability and service management of cloud
computing are getting important.
@ P2P-based inter-cloud mechanism is proposed for

resource query, multi-attribute range query and locality
requirement.

@ NetFPGA Is a good candidate for service gateway In
the multi-cloud environment.

@ Political issues for inter-cloud computing should be
considered.
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Thank You for Your Attention!!

Q&A
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